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Semantic Place Classification is the problem of classifying different
type of environments.

Semantic Place Recognition differs in the sense that it also needs to
distinguish between “office A” and “office B”.
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Introduction

Our method is
concerned with the
Semantic Place
Recognition problem.

But we look at it from a
different point of view:
instead of giving labels
of different semantic
places, how about we
give labels for transitions
between places?

Images

from KTH COLD dataset

4 / 20



Semantic Place Recognition

Motivation

Vision-based localization methods (Zivkovic et al. [6, 2]) tend to observe
misclassifications at boundaries between places.

Courtesy of Zoran Zivkovic

5 / 20



Semantic Place Recognition

Motivation

Topological mapping (Cummins and Newman [1]) community use
Bag-of-Words model and graphical models (Chow-Liu Tree) for
loop-closure detection and scene classification.

Courtesy of Mark Cummins
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Motivation

Related work (Ranganathan et al. [4]) refer to the boundaries as
“landmarks”, and we will adopt this naming convention.
Existing approaches (Wang et al. [5],Pronobis et al. [3]) for Semantic
Recognition doesn’t specifically consider “landmark” positions.
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Approach

Hypothesis

Do most of the misclassified samples come from the “landmark
positions”?
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Approach

Detect the “Landmark”

“Landmarks” re-defined (doorways, junctions, etc.)

How should we deal with sample images taken from “landmark
positions”?

Can we detect the “Landmark” positions?

– Unsupervised method (PLISS by Ananth Raganathan in RSS2010)

– Supervised method (Our method, BoLTS)
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BoLTS (Bag-of-Landmarks using Time Series)

Feature generation: Vocabulary Tree method.

Feature integration: concatenate into a Time Series data format.

Similarity measure: Dynamic Time Warping and Histogram Intersection
Kernel.
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Dynamic Time Warping(DTW) and Iterative Vector-DTW
I

Why time-series?

– Doorways are usually short of
rich visual features.

– Temporal constraint makes
detection “Landmark” positions
more robust.

Dynamic Time Warping is in
nature complied with the
movement of robot.
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Dynamic Time Warping(DTW) and Iterative Vector-DTW
II
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Performance issues.

– Each time index itself is a
vector.

– Images are collected
incrementally, detection
decisions need to be made in
online mode instead of in batch
mode.

Perform DTW algorithm
iteratively, memoizing
calculated similarity measures d
and the matching matrix D for
dynamic programming.
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Results

Experiment Setup

Using the COLD dataset.

Performed experiments on the same data as in (Wang et al. [5])

Only panoramic images are used, no multi-model classification.
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Landmark Detection
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Video

./video/TPR.mp4
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Comparison with alternative methods
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Conclusion

Experimentally verified a hypothesis that misclassification in
Semantic Place Recognition happens mostly in “landmark positions”.

Proposed a supervised learning method “BoLTS” for detecting
“landmarks”.

This “landmark detection” approach is based on Time Series data,
differen from most of other landmark detection approaches.

A robust unsupervised method for detecting “landmark positions”
will be useful for realizing “Semantic SLAM”.

“Semantic SLAM” is a promising research topic developing together
with “Semantic Mapping” and “Point Clouds”.
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Future work

Now let’s come back to the question, “what if we only label the
transition(landmark)”?
What if we can devise an unsupervised learning method for landmarks?
What if the model of each semantic place can be obtained online?
(Online learning of Graphical Models)
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Conclusion

Thank you!
checkout http://web.ics.purdue.edu/~yuanl/projects for the

matlab code.
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